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A framework for designing and studying decentralized learning systems.

DecentralizePy

Rapid development Scalability



Federated learning 3

u1 u2 u3

Federated Server‣ Model sharing



4So many frameworks…



5Decentralized learning

Train → Send Receive → Aggregate
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Simulations + No Re-usability!

Decentralized learning



7Building decentralized learning systems

flaticon.com / freecodecamp.org / studiousguy.org

Topology Communication Compression

DatasetsModelsRoles

https://www.flaticon.com/free-icons/resilience
https://www.freecodecamp.org/news/deep-dive-into-graph-traversals-227a90c6a261/
https://studiousguy.com/organizational-design-structure/


8DecentralizePy Modules

flaticon.com / freecodecamp.org / studiousguy.org

(Flexibility)

https://www.flaticon.com/free-icons/resilience
https://www.freecodecamp.org/news/deep-dive-into-graph-traversals-227a90c6a261/
https://studiousguy.com/organizational-design-structure/


9As easy as ABC …

DecentralizePy already contains reference implementations of well-
known algorithms.



10Development Phase: Single machine



11Real-world deployment
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We use DecentralizePy as a catalyst for DL research in our lab.



13Experimental Setup

✦ CIFAR-10 (Non-IID) with GN-LeNet 

✦ 256 and 1024 DL nodes 

✦ Emulation on 16 machines 

✦ D-PSGD with Metropolis Hastings



14Topologies
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Information spreads faster through the network with dynamic topologies.

(256-nodes)



15Topologies



16Communication Compression
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The loss of information due to compression dramatically affects the 
convergence in non-IID settings at scale.



17Communication Compression



18DecentralizePy is rapidly evolving

✦ Open source 

✦ Already being used for a number of projects 

✦ Adding new algorithms 

https://github.com/sacs-epfl/decentralizepy

✦ Realistic network emulations 

✦ Peer-sampling and availability traces

https://github.com/sacs-epfl/decentralizepy
https://github.com/sacs-epfl/decentralizepy


19DecentralizePy is rapidly evolving

Please try DecentralizePy if you are working with DL and help us improve the framework.



20Go Decentralized!

https://github.com/sacs-epfl/decentralizepy

https://github.com/sacs-epfl/decentralizepy
https://github.com/sacs-epfl/decentralizepy

